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1 General Introduction

internal state “reward

A

environment

learning rate a.
inverse temperature
discount rate y

observation




current state

) L — S
action

———) "R
G afn,
new state N

reward

learned value

Q(st,at) + (1 —a)-Q(st,a¢) + Sl (v \7/

learning rate reward

old value discount factor

estimate of optimal future value




Contents

Introduction

Product improvement & Horizon

Marketing and Related Research

Regtech

Discussion




2.1 Horizon and Its use case
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2.2 Messenger
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Horizon — Push Notification based
on real-time user feedback

Adaptive Personalization:

- If people interact with one suggestion with
more regularity, Messenger might surface it
more.

Frequent visitors may not need a notification
for a post they would have seen anyway,
whereas a less active person could benefit
from notifications to make sure they do not
miss noteworthy posts from family and
friends.




2.3 Vedio Buffer and Quality

Intelligent video buffering and
pre—fetching

Real-Time Quality Adjustment

- Automated decision on whether to send people
low or high quality videos depending on variables,
like people’s cellular connections, whether they are
on a subway, or if they have just exited a tunnel.
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3 Marketing: Goal of Reinforcement Learning Algorithm
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3 Marketing

Digital Campaign and Personalized Ads

Determine the best offer to pitch to prospects, an Alternative for AB testing
Decision based on the reward/return (click though rate(CTR)) in test campaign, the
winning ad will be shown to the home page, social media and other partner sites.
Two separate goals:

- 1. optimize the total immediate clicks

- 2. optimize for lifetime value(LTV)

Ads Budgets Spending Optimized for Realtime

Real Time bidding:

- MARL (multi-agent reinforcement learning) algorithm to optimize bidding on the largest e-
commerce platform

Self-Improved based on Feedback:

- RL algorithms can self-improve their performance even further by aggregating more historic
auction data, user feedback, and being challenged with more budget constraints.




3.1 Realtime Digital Campaign

1) An alternative for AB—testing
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(1) Which Version is better?

B Considering Time Cost:
Exploration vs exploitation
Multi—armed bandit problem
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3.2 Realtime Ads Bidding with multi-merchants
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4 Regtech

Adaptive Stress Testing: Find Failure Events With RL
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Fraud Detection and Anomaly Detection

— Insurance fraud, credit card fraud and accounting fraud
— detecting insider trading in transaction tables
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